
396 R . S C H R I L S A N D B . W . D O W N S 

ing to the interaction (12), will, therefore, be predomi­
nantly spin-independent for large separations and low 
energies. In the approximation in which baryon mass 
differences are neglected,35 the A-nucleon T P E P cor­
responding to the interaction (12) is just the T P E P 
obtained by Gupta17 with T ( 1 ) - T ( 2 ) = 0 and gN

4 

= gi\r2gA22-3'4,6 In the region of small separations, the 
form of the A-nucleon potential is presumably deter­
mined by meson-exchange mechanisms not considered 
here. The work reported here indicates that the spin 

35 Our calculations indicate that the neglect of mass differences 
may not be a very good approximation. For example, the static 
values of the integrals /»• (see footnote 26) are all of comparable 
magnitude, and they contribute to the M matrix coefficients in an 
additive manner; and yet Iz, It, 15, and I6 vanish when mass dif­
ferences are neglected. Moreover, about one-third of the static 
value of I2, which determines the M matrix for zero-energy scat­
tering, arises from the terms in the integrand (20c) which are 
proportional to the 2—A mass difference (a— 1)K&. 

1. INTRODUCTION 

THE high-energy potential scattering has been 
studied extensively1-7 using the Schrodinger, the 

Klein-Gordon, or the Dirac equation. Recently, the 
interest in high-energy potential scattering has been 
revived8-10 with the hope that it may be possible to sug-
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6 R. J. Glauber, Lectures in Theoretical Physics (University of 

Colorado, Boulder, Colorado, 1958), Vol. 1. 
7 S. Rosendorff and S. Tani, Phys. Rev. 128, 457 (1962). 
8 T . Regge, Nuovo Cimento 14, 951 (1959); 18, 947 (1960); 

A. Bottino, A. M. Longoni, and T. Regge, ibid. 23, 954 (1962). 
9 H . A. Bethe and T. Kinoshita, Phys. Rev. 128, 1418 (1962). 
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dependence of the two-body A-nudeon interaction at 
low energies is primarily an attribute of the interior 
region of the potential, whose parameters will probably 
have to be determined phenomenologically.36 
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gest something useful to the high-energy field theoretical 
scattering. I t is the purpose of this paper to derive a new 
series for the phase shift and apply the new formula to 
high-energy scattering. This series gives a unique value 
for the phase shift based on its Born expansion. A result 
which carries important theoretical implications is 
obtained, but it is not our primary concern to improve 
on a practical method of computing a phase shift from 
a given potential. 

I t has been customary to start with a formula for the 
tangent of the phase shift or something equivalent to it. 
In this case the phase shift is determined only up to an 
arbitrary multiple of x. Therefore, two sets of phase 
shifts, which differ by an arbitrary step function of 
momentum whose value takes only some multiple of 7r, 
are equivalent to each other. Such an ambiguity cannot 
be removed when one uses the tangent of the phase shift. 
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A new series for the phase shift has been derived for the Schrodinger, Klein-Gordon, and Dirac equations. 
This series converges faster than the Born series for the tangent of the phase shift. This is so because the 
sum of the first n terms in the new series includes exactly all the terms up to the 2(2W—l)th order in the 
Born series. Under the condition which is tantamount to that the phase shift cannot be larger than 63°, the 
series converges absolutely. At high energies the series can be analytically continued with respect to the 
strength of the potential beyond such a limit. It is shown that the high-energy limit of the phase shift is 
given by its first Born approximation and that the difference between even and noneven potentials is re­
flected in the respective phase shifts to all orders. 
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I t is natural, however, to put the phase shift null when 
there is no potential. As the strength of the potential is 
increased adiabatically, a unique value for the phase 
shift will be obtained by summing the Born series for it. 
This is what can be termed the absolute definition of the 
phase shift.11 

When one is concerned with the Schrodinger equation, 
the high-energy limit of the phase shift vanishes. For 
both the Dirac and the Klein-Gordon equations, the 
high-energy limit for a finite angular momentum is 

« ( « , ) = - / " V(r)dr, (1.1) 
Jo 

provided the above integral does exist. The limit (1.1) 
has been derived by Parzen2 for the Dirac equation; 
later he derived a relation between the Dirac phase 
shift and the Klein-Gordon phase shift,12 from which the 
same high-energy limit (1.1) follows for the Klein-
Gordon phase shift. If the potential falls off fast enough 
at large distances, and if there is no bound state, the 
Born series for the phase shift can be safely used at 
zero energy. From this it follows that the phase shift 
vanishes in the limit of zero energy for all equations. 
With its value at both limits fixed in this way, the 
phase shift gives a measure of the strength of the inter­
action; a larger phase shift follows from a stronger 
interaction. The feasibility of the absolute definition of 
the phase shift has been pointed out in connection with 
the derivation13 of the straightforward relation between 
the phase shift and the generating function (the 
exponent) of the transformation function. The latter 
transforms a free state into a corresponding interacting 
state. 

If the potential supports Ni bound states of angular 
momentum /, then according to Levinson's theorem14 the 
zero-energy phase shift for the Schrodinger equation is 
equal to NIT. Such a jump of the zero-energy phase shift 
can be accounted for by the orthogonality of scattering 
states to a bound state.15 A bound state does not affect 
the phase shift at high energies15 with which we are 
mainly interested in this paper; therefore, we assume 
the absence of a bound state. However, it is worthwhile 
emphasizing, that the observation of the over-all be­
havior of the phase shift may lead to a deeper insight 
into the structure of the available Hilbert space.16 

11L. Spruch, Lectures in Theoretical Physics (University of 
Colorado, Boulder, Colorado, 1961), Vol. 4. 

12 G. Parzen, Phys. Rev. 104, 835 (1956). 
13 S. Tani, Phys. Rev. 115, 711 (1959). 
14 N. Levinson, Kgl. Danske Videnskab. Selskab, Mat. Fys. 

Medd. 25, No. 9 (1949). 
15 S. Tani, Phys. Rev. 117, 252 (1960). 
16 One can show that the Hilbert space orthogonal to all the 

bound states is sufficient in order to discuss the scattering; 
Appendix I, reference 15 (the restriction to the S wave made there 
can be easily removed). Thus, the available Hilbert space is made 
narrower, so to speak, as compared to the Hilbert space in the 
absence of a bound state. This statement equally applies to a hard 
core; S. Tani and D. A. Uhlenbrock, J. Math. Phys. 3, 1161 
(1962). One orthogonality constraint raises the zero-energy phase 

An advantage of working with the series for the phase 
shift itself is that we can easily define the phase shift 
with magnitude larger than J7r, provided the series can 
be summed. This is to be compared to the Born series 
for the tangent of the phase shift which will be outside 
its radius of convergence under such a circumstance. 
The right side of (1.1) may take any value depending 
on the strength of the potential. Therefore, if the mag­
nitude of the right side of (1.1) is larger than J7r, we can 
derive the high-energy limit of the phase shift easily 
from our new series, without going through the analyti­
cal continuation with respect to the strength of the 
potential. This would be necessary if we had started 
with the tangent of the phase shift. Thus, the new series 
may serve as a starting point for the investigation of the 
over-all behavior of the phase shift as a function of 
energy. 

I t will be seen in Sec. 4 that (1.1) follows immediately 
from the fact that the first Born approximation for the 
phase shift is very good at high energies, whatever the 
strength of the potential. The new series is somewhat 
more advanced than a simple Born series. A compact 
form is derived for a partial sum of the original Born 
series. Actually, the sum of n terms in the new series 
includes exactly all the terms up to the 2 (2n— l ) th order 
in the Born series. Therefore, the advantage of the new 
series is more pronounced as n becomes larger. 

The class of potentials, termed noneven potentials, 
for which a derivative of odd order does not vanish at 
the origin has been studied in reference 7. The asymp­
totic form of the high-energy amplitude off the forward 
direction is an inverse power series in the momentum 
transfer. In contrast to this, the asymptotic amplitude 
for even potentials (for which all derivatives of odd 
order vanish at the origin) decreases faster than any 
inverse power of the momentum transfer. The behavior 
of Regge poles at high energies shows a remarkable 
difference between even and noneven potentials as has 
been shown by Bethe and Kinoshita.9 This distinction 
is very important for the physical understanding of high-
energy elementary particle scattering in terms of an 
optical model, for instance. A theorem has been demon­
strated in Sec. 4, which reflects the even-noneven 
difference in their respective phase shifts. As the non-
even potentials are now reasonably well understood, it 
would be desirable to extend the analysis to the even 
potentials. We do not attempt to extend the analysis to 
the even potentials. We do not attempt at any exten­
sive application of the new series in this paper, but it 
will be a helpful tool in the derivation of an exact 
asymptotic expansion of the higher order phase shifts 
at high energy. 

shift by 7r. We ought to expect that if one introduces an additional 
state with positive energy the zero-energy phase shift will be 
lowered by ir relatively to the case without it, because by imposing 
one constraint it should come back to its original value. A 
systematic study of this point is very interesting in connection 
with a deeper understanding of a resonance. 
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In Sec. 2 a new series for the phase shift will be 
derived. Some of its properties will be discussed in Sec. 3. 
In Sec. 4, besides the result concerning the even-noneven 
difference, the high-energy asymptotic expansion of the 
second- and the third-order phase shift has been 
presented for the 61 wave. 

2. NEW SERIES FOR PHASE SHIFT 

The radial Schrodinger equation for a spherically 
symmetric potential V(r) is given by 

dty r 1(1+1) -] 
— + f U(r) hfr=0, (2.1) 
dr2 L r2 J 

where U=2mV, m is the mass of the particle, and \p(r) 
is r times the radial wave function. Equation (2.1). can 
be cast into the linearized matrix form by setting 

and 

- ( * s 

\df/d(pr)) 
d&/dr=H$, 

where the matrix H is given by 

0 

1/0+1) 
1 

H=-
P U(r)-p2 

p ^ 

0 

(2.2) 

(2.3) 

(2.4) 

[Equation (2.3) has the same form as the time-depend­
ent Schrodinger equation.] In order to eliminate the 
centrifugal potential we shall split the matrix H and set 

H=HC+HV 

where 

and 

1 
Hc=-

P 

0 

1(1+1) 

1/0 

p\U 0 ) • 

(2.5) 

(2.6) 

(2.7) 

If we then put & = Wx, we obtain from (2.3) 

dx dW 
W—+ x=(Hc+Hp)WX. 

dr dr 

Now if the transformation function W satisfies the 
equation 

dW/dr=HeW, 

then the vector x must be a solution of 

dx/dr= (W-1HPW)X. 

I t is easy to verify that (2.9) gives 

(ui(pr) vi(pr) \ 

•ui'ipr) vi'ipr))' 
W 

(2.9) 

(2.10) 

(2.11) 

where ui and vi, the regular and irregular solutions of the 
potential free-wave equation, respectively, are the 
Riccati-Bessel functions. [We have put a multiplicative 
constant in (2.11) equal to one because it may always be 
absorbed by x-] Therefore, Eq. (2.10) reads 

dr~\ Muum Muv™ J 

= \ \(MU 
(0). •M„«»)<ri 

— (Muu^+Mvv^)a2-Muv^az -x, (2.12) 

where we have used the following abbreviations: 

1 
Muu^(r) = ~m(pr)U(r)ul(pr)f 

P 

Mvv^(r) = -vl(pr)U(r)vl(pr\ (2.13) 
P 

1 
MUv(0)(r) = -Ui(pr)U(r)vl(pr)J 

P 

and ai are the three Pauli matrices. 
We shall now perform two successive transformations 

o n X . 
X=Qa(1)Op(1)Xi, (2.14) 

such that the transformed vector Xi will satisfy an 
equation which is similar in form to (2.12) but has 
coefficients M replaced by quantities of higher order in 
U. The transformations £2a and £lp induce modulations 
in the amplitude and the phase of the wave function \//, 
respectively. We can eliminate the third component in 
(2.12) by using Oa

(1) which satisfies the equation 

dtiaM/dr=-MuV«»<r&la (i) (2.15) 

Its solution is 

(2.8) where 

Q«<» = exp[>,X«»(r)] 
= cosh[X<°> (r)]+<T3 sinh[X«° M l (2.16) 

\(o)(r)= / Mm^(r')dr'. (2.17) 

Thus, if we call Xi' = Qp
(1)Xi, then X/ has to satisfy the 

equation 

£«i7df = L-W{1) (r) (ai+i(T2)-i<T2KV (f ) ] x / , (2.18) 

where we have used the following notations 

K^(r) = Muu{Q)(r) exp[2X<°>(r)], 

LV(r) = Mvv«»(r) exp[-2X<0>(r)l (2.19) 

ZJV(r) = LV(r)-KV(r). 
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Now if Op
(1) solves the equation 

<mp<n/dr= -urJL™ (r )0,^>, (2.20) 

then the second term on the right side of (2.18) will be 
eliminated and the transformed vector Xx has to satisfy 

dX!/dr= -WaKr)LW1))-\cr1+ia2W1)yx1. (2.21) 

Equation (2.20) gives for Op
(1> 

s y ^ e x p C - ^ 1 ^ ) ] , 

= cos£(1)(r)-i<r2 sinp>(r), (2.22) 
where 

*(1)(r) = f K^(r')dr'. (2.23) 

Jo 

Hence, (2.21) takes the form 

dXj r 

dr L 

~-(Muu
(l)+Mvv^)a2-MuV

{l)az\, (2.24) 

where 
M u ^ ^ s i n ^ ZJ^sin^ 1 ) , 

Mvvv = C0S£<x) U<u cos*™, (2.25) 

MM/1) = sine (1)£/ (1)cos^1>. 

This equation is the same in form as the original equa­
tion for x5 (2.12). The new equation is obtained from 
(2.12) by the substitution AT(0) —>M(1), or more 
explicitly 

ui—>sin£(1), 

v z - > c o s ^ , (2.26) 

We call the transformation which leads from (2.12) 
to (2.24) the first integration cycle. The similarity be­
tween (2.12) and (2.24) is very important as it enables 
one to write down immediately the higher order trans­
formations. In complete analogy to the first integration 
cycle, the functions X(1)(r), £(2)(r), and M(2) which 
determine the second integration cycle are given by 

/.00 

X»>(r)= / Mm<-»dr', 
J r 

(2.27) 

$<*>(r)= f K<»dr'9 

Jo 
where 

^<2>(r) = if«u(1)exp[2X<1>]. (2.28) 

The functions M (2 ) are given by (2.25) in which £(1) is 
replaced by £(2) and Ua) is replaced by 

with 
L<n = Mwv e x p [ - 2 X ^ ] . (2.29) 

The two transformation functions, Oa
(2) and 12p

(2) are 
given by (2.16) and (2.22) in which X(0) and £(1) are 
replaced by X(1) and £(2), respectively. I t is now an easy 
matter to write down the functions X(n_1) and £(n) of the 
^th cycle. They are determined by the following recur­
sion formulas, valid for n> 1 

1 r00 

X ( n - i ) = _ / s M ^ - ^ O ^ ^ O A n - ^ ' ) ^ ' , (2.30) 

j(»)= / sm^-^(rf)Un^(rf)An^(rf)dr\ (2.31) 
Jo 

where 

Un= U<n exp[2X<n>]. (2.32) 

_!L= C 0 S2f(n) exp[-2X<n>]--sin2£<"> exp[2X(w)] (2.33) 
An_i 

with Ao= 1. These formulas enable one to calculate step 
by step the functions X(n) and £(n) to any desired order. 
The transformation functions, Oa

(n) and £2P
U) of the ̂ th 

integration cycle are then given by 

&«<*> = coshEX^-^+o-g sinhCX^-1)] (2.34) 

fip^) = cos[g (^]-io-2 sin[£<n)]. (2.35) 

We now come to the discussion of the boundary condi­
tions for the functions X(n) and %(n) and the determina­
tion of the phase shift. Let us concentrate on the first 
integration cycle. First, we note that if we call 

/ Ci(r) \ 
Xi=( I (2.36) 

W i ( r ) / 

then the wave function after the first cycle is given by 

^(r) = ««(^r)CCi(f)cos^1>(r) 
+ 5 i ( r ) s i n ^ r ) ] exp[2X<0)(r)] 

- S i ( r ) c o s ^ O O ] exp[-2X<°>(r)]. (2.37) 

Now in order to make this solution regular everywhere, 
the coefficient of vi has to vanish at r = 0 . In (2.22) we 
have chosen £(1)(0) = 0. Therefore, we require Si(0) = 0. 
From the differential equation for Xi, (2.24), it then 
follows in conjunction with the mentioned boundary 
condition for Si that G starts with a term of zeroth 
order in the potential, whereas Si starts with a term 
of third order at least. This is easily proved if one 
remembers that Mvv

a\ MUva\ and Muu
(1) are of 

first, second, and third order in the potential, respec­
tively. Therefore, if one wants to consider the wave 
function up to the second order in the potential only, 
one may put identically 

Si(r) = 0. (2.38) 
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Thus, the wave function \f/ is proportional to 

ui(pr) cos^(r) exp[2X(0)(/-)] 

+vi(pr) s i n ^ ( r ) exp[-2X<°>(r)] (2.39) 

which becomes asymptotically equal to 

sinh2X<0) (f ) X s i n | > " - ^ r / + { ^ (r)] 
+ c o s h 2 X < ° > ( r ) X s i n I > - ^ - ^ 1 > ( f ) ] , (2.40) 

since the asymptotic forms of the Riccati-Bessel func­
tions for large r are 

Mi (pr) ~ sin (pr—^wl) 
vi(pr)~ — cos(pr—%irl). (2.41) 

The phase shift 8i is now determined by the requirement 
that the wave function behaves for large r like 

\p(pr)^sinlpr—%Trl+8i2. (2.42) 

I t follows that in order to compel the wave function 
(2.40) to behave correctly for large r, one has to impose 
the boundary condition 

\(0)(oo) = 0. (2.43) 

This has been tacitly assumed in its derivation, (2.17), 
Comparison of (2.40) with (2.42) then gives for the 
phase shift up to the second order in the potential 

-m (i) 

where 

Vi (D = 
1 

:$(i)(oo) = - u?(pr)U{r) 
pJo 

r2 
Xexp Uitpr^nipr'Wtr'Yr' "dr. (2.44) 

The last step follows from (2.23), (2.19), (2.13), and 
(2.17). Putting the exponential factor equal to one, the 
first-order Born approximation for the phase shift is ob­
tained. The next term in the expansion reproduces the 
second-order Born approximation. The higher order 
terms are only partly reproduced. This of course was 
to be expected because the wave function, (2.39), is 
correct only up to the second order in the potential. 
The first term (2.44) has been derived also by Calogero.17 

The higher order terms of the new expansion are derived 
in a completely analogous way. For example, knowing 
that £(2)(0) = 0, it is easy to derive from the differential 
equation for 

Mr) 
~\S2(r)) 

[which is the same as (2.24) except that M(1) is replaced 
by M(2)] that terms of the lowest order for Ci and $2 
are of zeroth and seventh order in the potential, respec­
tively. Hence, if one considers the phase shift up to the 
sixth order only one may put S2 (r) = 0 identically. Then 

17 F. Calogero, Nuovo Cimento 27, 261 (1963). 

in order to give the wave function for large r the form 
(2.42) one has to require X(1)(oo) = 0. Therefore, the 
solution $ of (2.3) becomes for large r 

• < ) r=oo 

and the wave function is given by 

i —> « , c o s R « > + $ « ] + » i s i i O « + $ r o ] . 
r=00 

Therefore, the phase shift up to the sixth order becomes 

$ z = - D n ( 1 ) + ^ ( 2 ) ] , (2.45) 

where ??(1) is given by (2.44) and 

1?,(2) = 5<2)(oo)= / sw?t<»(r)U<H(r) 

Xexp 

0 

T sin2$<D (y) jr/(i) (r')dr' \dr. (2.46) ')dr' Id 

The last step follows from (2.27), (2.28), and (2.25). The 
functions %{1)(r) and Ua)(r) are given by (2.23) and 
(2.19), respectively. By the same procedure it is a 
simple matter to show that for every n we have 

X<»>(oo) = 0, (2.47) 

Hence, to an arbitrary order of the potential the solution 
$ for large values of r is given by the infinite product of 
transformation functions 

$=\imwflttpw( \ (2.48) 
n-l W 

which for the wave function leads to 

00 00 

\l/->uico$Yu £ ( n ) ( ° ° )+^sm X £ (n)(°°)-

Therefore, we obtain finally for the phase shift the 
infinite series 

where 
1 

„ ( « ) _ tin) £<»>(oo) (2.49) 

and £(n) for n> 1 is determined by the recursion formula 
(2.31), and r/(1) is given by (2.44). Some properties of 
the new series will be discussed in the next two sections. 

Some remarks are due here as to the physical inter­
pretation of the transformation functions i20 and Q>p. 
Consider the solution <£ which takes the asymptotic 
form (2,48) for large r. In view of the general form of 
12's, (2.34), and (2.35), as well as the general form of J, 
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(2.31), this solution <£ assumes at the origin the form 

' 1 \ /expf ;x< n>(0) / 1 \ / e x p 2 J X w 0 ) \ 
$ = l i m T F l I ^ a ( n ) ( ) = \imW[ n=o ). (2, 

' -° n-l \ 0 / ' -° \ 0 / 

On the other hand, without the potential the solution 
with the same asymptotic amplitude for large r is given 
simply by 

$f=\imW\ 0 (2.51) 

at the origin. Therefore, the amplitude at the origin is 
reduced by the ratio exp[^n=o°°X(n)(0)D : 1 relatively 
to the case without potential. This ratio is the inverse 
of the amplitude of the Jost function.18 Therefore, we 
obtain 

- l n | / ^ ) l = Z A ( n ) ( 0 ) , (2.52) 

where fi(p) is the Jost function. Thus, a partially 
summed Born series has been obtained also for the 
logarithm of the amplitude of the Jost function. We, 
therefore, conclude that the operation of tta modulates 
the amplitude of the wave function $ at the origin. On 
the other hand, the transformation function tip causes 
only the phase modulation of the wave function. 

The foregoing method for the derivation of the phase 
shift of the Schrodinger equation applies to the Klein-
Gordon equation if the definition of U is modified. I t 
may equally well be applied to the Dirac equation. In 
this case the radial wave function is of the following 
form19: 

dr\giJ 

l+l 
[ J S - « - y ( r ) ] 

r 

- [£+»-7 ( f ) ] 
l+l 

r 

0 
(2.53) 

I t is easy to see that the matrix, WD, which eliminates 
the centrifugal potential and, hence, is a solution of 
(2.53) for F(r) = 0, is given by 

WD=( ). (2.54) 

Therefore, the equation for XD, which replaces (2.10) 

18 R. G. Newton, J. Math. Phys. 1, 319 (I960). 
19 For instance, see M. E. Rose, Relativistic Electron Theory 

(John Wiley & Sons, Inc., New York, 1961), p. 159, 

and (2.12) assumes the form 

dXD 

50) dr 
iV{r){WD~lcT2WD)XD 

/~(UiVi+Ui+1Vi+1) —(Vt
2+Vi+1

2) \ 
= V(r)[ YxD. 

\ (Ui2+Ui+1
2) (UiVi+Ui+iVi+1)/ 

(2.55) 

The integration of this equation is completely analogous 
to the integration of (2.12). 

3. CONVERGENCE OF SERIES FOR PHASE SHIFT 

Let us discuss the series for the phase shift, (2.49). 
Each term rj(n) in (2.49) can be expanded into its Born 
series; the r?(n) starts with the (2n—l)th order. That is 
to say, the straightforward Born series is partially 
summed to yield each rj(n\ and then they are summed in 
(2.49). The advantage of the new series lies in, that the 
sum of the first n terms includes all the (2W+1—2) terms 
in the Born series. Therefore, if rjM can be computed, 
the series (2.49) converges faster than the straight­
forward Born series. In fact, the rj(n) is given by a set of 
relatively simple recursion formulas, (2.30)-(2.33). At 
high energies it converges quickly for a nonsingular 
potential, as will be shown in the next section. 

Now, we shall show that the Born series has a finite 
radius of convergence provided the potential has no 
singularity stronger than 1/V at the origin and is 
decreasing faster than 1/V2 for large r. The convergence 
is absolute for all energies. A bound to the T?(W) can be 
set by using the following bounds to the Riccatti 
Bessel functions18: 

/ pr V + 1 

\ui(fir)\<C(—-) , 
\l+pr/ 

\vi(pr)\<c(—) , 
\l+pr/ 

(3.1) 

where C is some constant. An auxiliary function a(r) 
defined by 

rr Pr' 
a(r) = C2 \U(r')\dr' (3.2) 

Jo 1+pr' 
is used below. The parameter which measures the 
strength of the potential is given by 

a=a(oo)/p. (3.3) 

The function X(0) (r) is used in the definition of rj(1); its 
bound is given by 

|X<°>(r)|<- f |«,|N|ff(*)I&<- f |«i|N|tf(*)|<fc 
P J r p J0 

c2 r ps 
< — / \U(s)\ds = a, (3.4) 

p Jo 1+ps 
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which follows from (2.17), (2.13), and (3.1)-(3.3). Using (2.27), (2.25), (3.9), and (3.10), we have 
Using (3.4), the following bound can be set to T?(1); 

from its definition (2.44) we see |X«( r ) | < f \Mm^{r')W< f\Mm^{r')W 

\va)\<( ~uf(pr)\U(r)\expl2\\^(r)\yr r 2 f fir \~*1 

Jo P 
r i / fir y « Jo p Ki+pl 

" J o A l + W ' U(r)'6Xp(2a)^- Taking account of (3.7), we see 

Since we have 
Here use has been made of 

pr 
- < 1 , (3.5) ! r pr, 

r00 2 / pr \~2L 

< - exp(2a)C 2 | t f ( r ) | ( ) \i™(r)\dr. 
Jo p \l+pr/ 

' (3.7), we see 

X(1)(r)|<exp(4a)o;2. (3.11) 

1 + ^ -[_a(r)~]^C2 \ —*— \U(r')\la(r')yr-1dr'. (3.12) 
n Jo l+prf 

Using (3.11), a bound to rj{2\ (2.46), is set by 

7 ? ^ |<exp(2a ) .C 2 / ——\U(r) \dr = aexp(2a). (3.6) 
1+pr W2)\< / U ( 1 ) ( r ) | 2 | t / ( 1 ) ( r ) | e x p [ 2 | X ^ ( 0 | ] ^ 

Jo 
Similarly a bound to the function £(1)(r), (2.23), can be . r _ r , . vn„ f00, . m / . . . . __m / NI , 
s e t b y <exp{2[aexp(2Q:)j2} / | £ ( 1 ) M| 2 | tf(1)(r)|<&\ 

/•r 1 Taking (3.7) and (3.9) into account, one finds 
I £(1)(r) | < / -^z 2 (K)1 # ( ' ' ) Iexp[2|X<°>(r') | ~]dr' 

Jo P op \rj(2) | < exp[6a+2 (aexp2a)2] 

C2 /-y £r' \2*+2 f™fa(r)\22 / ^r \2*+2 

p Jo \l+pr 

C2 r/ pr' \2l+2 r/a(r)\22 ( pr \ 2 

< e x p ( 2 a ) - / ( - ^ — J \U(r')\dr' X -C 2 F(r) ) 
" P JM+pr'J Jo\ P J P \l+prJ 

a(r), pr v2m <fa3exp[6o:+2(a:exp2a:)2]. (3.13) 
<exp(2a) ( ) , (3.7) T , , . . £ , , 

p \\j^prJ In the derivation of the last statement we have used 
(3.5) and (3.12) with n=3. Similarly a bound to £ (2 )(0 

where the inequality is given by 
/ pr \2l+1 

pr pr' I £(2) (01 < exp[6a+2 (aexp2a)2] 
> for r>r' (3.8) M+prJ 

1+Pf 1 + y Xmr)/P7, (3.14) 
has been used in deriving the last statement. , . , , , , . , , , , ,. . m , m 

T , ^ ^ , ° ^ m , , , ^ which can be used to evaluate bounds to Xu ; and 77C3\ 
In order to set a bound to v % we have to evaluate a ™i . . . r i J ,. * r l . , -, 

i i,. wiw \ , . i • i £ i i /r, o^\ TT The computation of bounds to terms of higher order, 
bound to A{l)(r), which is denned by (2.27). Here we can (r)) X M

r , , . ., , T , , ° . +i 
,, - ,, V , i ^ ^ r /• TTfu/\ /n> <n\ V or Xc% can be made similarly. Let us denote them 

use the following bound to the function Ua) (r), (2.19): , ^n) ^ ^ ( n ) 

IUV (r) | < | LW | + 1 K<» | I *(B) I <£(n)> n -. 
t | X ^ ) ( r ) | < 7 ( n ) . ^ 

< e x p [ 2 i X ( ° ) ( r ) | ] - [ ^ 2 ( r ) + ^ 2 W ] | ^ W | A general form for 7
( n ) may be represented by the 

^ following recursion formula 

< - e x p ( 2 a ) | ^ W | c { ^ - y 2 !
; (3.9) 7 - = [ 7 < - > : ? ( 2 - e X p 4 T ( - > ) / ( 2 » - l ) , (3.16) 

p \ 1+^?r/ valid f or w > 1. For n=0, we should put 7 ( 0 ) =a, accord­
ing to (3.4), and for w = l , we put 7 (1) = o:2 exp(4a) 

where (3.1), (3.4), and (3.5) have been used. Bounds to according to (3.11). Using (3.16) for 7<«>, we have a 
cos£^ (r) and s i n ^ (r) may be set by recursion formula for 0<»> 

I cos^(1) M l < 1 2 n~1 

. J ; , ' M l , , ^ | 3(-)= /s(i)( j 8(-i))L_-e x Pn2E7 ( m )], »>i . (3.i7) 
| sm{ ( 1 ) ( r ) |< | ^ ( I ) ( r ) | . (3.10) 2 " - l m=i 
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For n—1, we put 
/3(1) = oiexp(2a!) 

according to (3.6). A sufficient condition for the absolute 
convergence of the series (2.49) is the convergence of 
the series 

which we are going to prove now. We first assume that 
the parameter a is such that the inequality 

2n~2 

exp(47 ( n - 1 } )<l (3.18) 
2 n - l 

holds for n>l. From here it follows for n=2 that 
7 ( 1 ) < 1 . Hence, in conjunction with the recursion 
formula, (3.16) it is easily established that 7 ( n ) is 
decreasing with increasing n, i.e., 

7 < » > < 7 < * - D < 1 for n>\. (3.19) 

Therefore, also the left-hand side of (3.18) decreases 
with increasing n. I t follows that (3.18) may be replaced 
by the simpler condition 

i e x p ( 4 7 ( 1 ) ) < l , (3.20) 

which because of y^ = a2 exp(4a) becomes 

•I exp[4a2 exp(4a)]< 1. (3.21) 

Call «o the value of a for which the equality sign holds, 
then one finds 

a0=0.292. (3.22) 

Therefore, (3.18) holds for every a<a0. 
Let us now estimate /3 ( n ) . From (3.17) we have 

/30) = 2(j8»>)8Ci(4y(1))] exp ( -2 T
( 1 ) ) 

/3(3)==4(/3(i))7r-i exp(47 (1 ))]2[(2/7) exp(4T
( 2 ))] 

X e x p [ - 2 ( 7 ( 1 ) + Y ( 2 ) ) ] , etc. 

Thus, by use of (3.18), we conclude 

^(n)<2n-l(^(l))(2--l)> (323) 

Now /3 ( 1 )<1, because /3(1) = a exp(2a)= (7^))1/2<1 ac­
cording to (3.6), (3.16), and (3.18). Consequently, we 
have 

Eh ( n ) l <E^ ( W )<E 2--1(^(1))(2n-1)<f:^(1))n 

1 1 1 1 

(3.24) 

which establishes the absolute convergence of our series 
for the phase shift, provided 

r"r\U(r)\ 
a=C2 - dr<ao (3.25) 

Jo 1+pr 
is satisfied. I t should be emphasized that (3.25) is a 
sufficient condition for the convergence of the phase-
shift series, but by no means a necessary one as will 

become apparent in the next section. I t also follows from 
(3.24) that if condition (3.25) is fulfilled, the absolute 
value of the phase shift cannot exceed the value 

ftd) aoe-
>2ao 

l - / 3 o ( 1 ) 1-aoet' 
;63°. 

ZOCQ 

(3.26) 

In the proof above some of the inequalities have been 
adopted in order to simplify the calculations as much as 
possible. Consequently, we have obtained very stringent 
conditions, (3.25) and (3.22), for the potential. One 
would expect that by improving the proof (3.22) could 
be replaced by a larger number. In fact, the oscillations 
of the Riccati-Bessel functions for nonvanishing energy 
have not been taken into account in the foregoing 
proof. I t will be shown in the next section that the 
condition (3.25) is too restrictive at high energies. 

4. HIGH-ENERGY LIMIT OF PHASE SHIFT 

The series (2.49) and the discussions in the preceding 
two sections have been developed for the Schrodinger 
phase shift. But the simple substitution20 

U(r) -> V(r) = 2EpV(r)-V(r)2 (4.1) 

makes them applicable to the Klein-Gordon phase 
shift; here Ep is the energy for momentum p. The series 
(2.49) is useful to set limits in various situations, be­
cause each term rj(n) is given in fairly closed form, 
(2.30)-(2.33); we shall discuss the Klein-Gordon phase 
shift at high energies. 

The high-energy behavior of the phase shift depends 
critically on whether the potential has any singularity. 
We shall limit ourselves to the case where the potential 
is nonsingular and infinitely differentiable for every real 
r, 0<r< cc ; it is not difficult to include potentials which 
are piece wise differentiable. 

First, we note that the nonvanishing derivatives of 
the potential at the origin are essential in the derivation 
of the asymptotic expansion of the amplitude. The 
asymptotic expansion for large momentum transfer q of 
the first-order amplitude is 

r00 sinqr 
Mq) = 4* rV(r)dr 

(4.2) 

o q 

r i i 

where JV n ) denotes the nth. derivative of the potential 
at the origin. Equation (4.2) is obtained by integration 
by parts. If all the derivatives of odd order vanish, an 
asymptotic expansion into inverse powers of q cannot 
exist but the amplitude may decrease exponentially 
with increasing q. Such a potential may be called an 
even potential. I t can be expanded in a power series in 
r2 around the origin. The distinction between even and 

20 I t is to be noted that here the potential is treated as the 
fourth component of a vector. A change is necessary if an inter­
action of some other type is to be treated. 
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noneven potentials has been pointed out by Be the 
and Kinoshita in their analysis of Regge poles9 (for the 
Schrodinger equation). Also, in reference 7 it has been 
shown that the leading term of the asymptotic ampli­
tude for a noneven potential is proportional to some 
inverse power of q. This result indicates that the distinc­
tion between even and noneven potentials is retained at 
all higher orders. This is confirmed by the following 
proof which is valid both for the Schrodinger equation 
and Klein-Gordon equation, because if the potential 
V(r) is even, the right side of (4.1) is also even. We start 
with the formula 

- - f 
pJo 

5 j = — / V(r)uHpr)dr, 
pJo 

(4.3) 

which is the same in form as the first-order phase shift, 
except that the "effective potential" V(r) has to be 
used instead of the potential V(r). The effective 
potential V(r), in which all higher order effects are 
taken into account, can be expressed in the form 

V(r) = V(r) exp[2X<°>(r)] £ Rin) (r), (4.4) 

with i?(1) = l. Let us calculate Ri2)(r). According to 
(2.46) we have 

77(2)= f U<u(r)#*wM sin*t<n(r)dr 
Jo 

-co sin2£(1)(r) rr 

= tf<i)(fyx(1)(r> dr KV(r')dr\ (4.5) 
Jo £(1)(r) Jo 

where the last step follows in virtue of (2.23). If now 
use is made of 

f X(r)drf Y(r')dr'= [ Y(r)dr f X{rf)dr', 
Jo Jo Jo J r 

then ??(2) becomes 

where the quantities Un{r) and An(r) are defined by 
(2.32) and (2.33), respectively. I t is now an easy task to 
prove that for even potentials all the function Rin) are 
even and thus the effective potential V (r) is even. First, 
from (2.17) and (2.13) we see 

i r 
X(0>M = \ ( 0 )(0) / ui{pr')n{pr,)Y{rt)dr\ (4.8) 

pJo 

The product Ui • vi is an odd function of its argument for 
every / and, therefore, for even potentials the integrand 
is odd. I t follows that the integral is even and, hence, 
X(0)(f) itself is an even function of r. Next it follows 
from (2.19) and (2.13) that the function Ka)(r) is even; 
hence, | ( 1 )(r) is odd according to (2.23). Next, Ua)(r) 
according to its definition (2.19) and (2.13) is an even 
function of r. Finally, X(1)(r) given by (2.27) is even 
because Muv

a)(r), (2.25), is odd. We, therefore, con­
clude that in virtue of (4.6) the function R(2) is even. In 
a similar way it follows from the recursion formulas for 
X(?i) and £(n), (2.30) and (2.31), respectively, that all 
X(n) are even and all £(w), are odd; therefore, the func­
tion Un and An are even, and by (4.7) all R{n) are even. 
This concludes the proof that to an even potential 
corresponds an even effective potential. 

Let us now turn to the high-energy limit of the Klein-
Gordon phase shift. In reference 7 the WKB phase 
shifts have been used in order to estimate the contribu­
tions from the second- and third-order phase shifts. If 
we start from the series (2.49), we can develop an 
analysis similar to the one in reference 7 making use of 
the exact phase shifts. We would first like to estimate 
the value of 7?(1) at high energy. With this purpose in 
mind let us remember21 that 

ui2=i-H-l)1 cos2pr+0(p~2). (4.9) 

Therefore, ?7(1) becomes 

1 r00 

r r00
 m s i n ^ M va) = — / «i«(#r)7(f)exp[2XW(f)]rff 

,<«>=/ K<H(r)dr Drci)(f0e8X(1)<r,> - - ^ ^ ' P J» 

Hence, we obtain 
-oo sin2£(1) 

U<«= / tfd) exp[2X(1>] — d r \ (4.6) 
J r £ 

because of the definition of K^\ (2.19), and (2.13). The 
generalization to higher orders follows easily from the 
recursion formula for %<-n), Eq. (2.31). We find (n> 1) 

i r -
= / V(r) exp[2A<°> 

2pJo 

( r ) > 

( - i ) ( r 

2p f 
J 0 

cos2pr 

U(») ( f )= / U&d dn Ai{r2)U2(r2) 
Jr f(1)(fl) Jn 

sin2£<2>(r2). 
X-

£(2)(f2) 
-dro An-2(rn-l)Un-l(rn-l) 

x—_____ —dr^-h (4.7) 

XV(r) exp[2X<°>{r)~\dr+0{p~2). (4.10) 

Next we wish to find an asymptotic expansion for X(0) 

which according to (2.17) is given by 

1 f00 

X<o> = - / Ui(pr')vi(pr')-V(r')dr'. 
pJr 

P ^ f r n - l ) 

21 See, for instance, W. Magnus and F. Oberhettinger, Formulas 
and Theorems for the Special Functions of Mathematical Physics 
(Chelsea Publishing Company, New York, 1949), p. 22. It should 
be noted that (4.9) as well as (4.11) and (4.19) below are not 
asymptotic expansions but break up after a finite number of terms. 
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Now it is well known21 that This follows from (2.46) and (2.19), Next the contribu-
i / „N7 . ~ . ~ , ,s / ..v tion of rja) to 5j(3) is equal to 

urVi^-ii-iysmlpr+Oip-1). (4.11) 4 

1 r°° 
Hence, we obtain 5n ( 3 )= / ut

2[4:pV\vii0) 

(-I)1 f°° . ° -2F2XF<°>+4£FXF<°>2]^, (4.18) 
\(o)( r)= / sm2pr'-V(r')dr'+0(fr*) (4.12) 

2*> A 2p Jr where Xy(0) and \v*
m are both given by (2.17) and 

, . , , , . - , . (2.13) in which U(r) is replaced by (2pV) and ( - F 2 ) , 
which after integration by parts becomes respectively. This follows from (4.1). Explicitly, (4.18) 

cos2pr_ is given by 
X(o>(f) = - ( - ! ) * V(r)+0(p~>\ (4.13) ^ 

(2pf 4 r°° r00 

and, therefore, S a
( 3 ) = - / ^ 2 F ^ r / w ^ F W 

0 . P J 0 J r 
coszpr _ 

e x p [ 2 X ^ W ] = l - 2 ( - l ) z 7 W + 0 ( r 2 ) . (4.14) 4 

(2^)2 + - / mWHr\ umVdr' 
Substituting (4.14) into (4.10) then yields the following 
result for the asymptotic expansion of tja) 

i r - (-1)* r00 

7 ( 1 ) = / V(r)dr+ / cos2pr-V(r)dr 
2pJQ 2p Jo We have 

p Jo 
/.00 pT /.00 

- 1 6 / umVdri ufVdr' umVdr". (4.19) 
JO 7 0 . / r ' 

2 

(2#> 

5 ? ( 3 ) = = 5 z i ( 3 ) + ^ 2 ( 3 ) > ( 4 . 2 0 ) 

; ( - \yi cos2pr-V2(r)dr I t t h e n f0n0Ws that the third-order phase shift for the 
s wave is equal to 

2 r -
/ c o s 2 2 ^ - 7 2 ( r ) ^ + - • -. (4.15) x (3) Q T . - „ . f°° _ , T / . , f . _ „ 

(2pyJ0 d0
(s)=— 8 / sm2prVdr cos2pr'Vdr' sm2pr" 

J0 Jr Jo 
In virtue of (4.1) the term linear in 1/p cancels out (we 2 /.«> /•«> 
put £*>/>= 1); and therefore, we finally obtain x 7 ^ " — / sin2 prVdr / s i n2#r 'FW 

(̂1) = - / F ( 0 ^ + O ( ^ - 2 ) . (4.16) 2 /•«* /•• 
^0 / sm2prV2dr I sm2pr'Vdrf 

pJo 
As rja) contains the first- and second-order phase shifts 
completely, it follows from (4.16) that at high energy f°° fr 

the first-order phase shift is of zeroth order in energy ~ 4 J *™2prVdrJ sm2prf-Vdrr 

and the second-order phase shift is at least of second ° ° 
order in 1/p. Actually it can be shown that the second- /-00 

order phase shift is of third order in 1/p. This is in X / sm2pr"Vdr". (4.21) 
agreement with the results of reference 7 [see, Eqs. (5) J *•' 

T A ' , , . .-, v . , i r i - r . i The asymptotic expansion of 50
(3) is obtained by re­

in order to obtain an idea about the behavior of the , , . , ,. , A £ A ^ \ m ^i_ • 
higher order phase shifts at high energy, let us expand P e a t e d l n t e S r a t l o n b y P a r t s o f (4-21)- T h e r e s u l t 1S 

for the ^ wave the third-order phase shift asymptotically 50
(3) = 0(^>~4). (4.22) 

in energy. The contribution from ?j(2) to 5z(3), the third-
order phase shift is given by Similarly, it can be proved that the higher phase shifts, 

5 (n ) , for n>3, are of higher order than (1/p)4. This 
r°° means that only the leading term of TJ{1) is retained at 

di2^ = -2j (^y(vf-Ul
2)Vdr infinite energy 

*(">) = - / " V(r)dr, (4.23) 

= - 8 / u?Vdrl (v?-u?)Vdr' ° 
0 J r

 r, which is the only term that does not vanish for p —> 00. 
X / ufVdr"'. (4.17) ^ n ^ s r e s m t ? n r s t derived by Parzen for the Dirac phase 

J 0 shift, is valid for any nonsingular potential, even and 
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noneven. Its validity for the Klein-Gordon phase shift 
follows from the foregoing proof as well as from the 
relation12 between the Dirac and Klein-Gordon phase 
shifts at high energy. I t also follows in virtue of (4.22) 
that i){l) and, therefore, also the first-order phase shift, 
5(1), is a good approximation for the phase shift at high 
energy in case of nonsingular potentials. This is in agree­
ment with the results of reference 7, where the higher 
order phase shifts were estimated by the WKB approxi­
mation. I t was also shown there that for nonsingular, 
noneven potentials the first-order phase shift was 
sufficient to derive the leading term in the asymptotic 
expansion of the scattering amplitude. As far as the 
calculation of the amplitude for nonsingular potentials 
at high energy is concerned several questions remain 
unsettled: (i) Is the higher order WKB approximation 
of the phase shifts justified? (ii) Is 7/(1) also in the case 
of even potentials a good approximation of the phase 
shifts? In order to answer the first question satisfactorily 
a more detailed analysis of the asymptotic behavior of 

1. INTRODUCTION 

TH E distribution of the opening angle between the 
electron and positron of pairs produced by gamma 

rays has been the subject of many experimental in­
vestigations.1"11 In all cases it has been found that the 
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the phase shifts is necessary. This can be made by a 
more systematic use of integration by parts than made 
above. As for the second question we recall that the 
asymptotic amplitude for a noneven potential has been 
derived essentially from that part of the phase shift 
which depends on I in the form (see reference 7) 

[polynomial in ( /+£) ]XiKH- l ) , 

where $ is the logarithmic derivative of the gamma 
function. On the other hand it has been shown in 
reference 7 that for an even potential the first-order 
phase shift does not depend on \[/{l+l). From the first 
part of the last section of the present paper it follows 
that this is true to all orders. Therefore, to answer the 
second question one has to derive an amplitude from 
phase shifts which do not depend on \^(7+l). 
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experimental distribution is considerably more narrow 
than the theoretical distribution of Borsellino12 to which 
the experimental results customarily have been com­
pared. The solution to this puzzle is that Borsellino's 
cross section does not give the distribution of opening 
angles for a fixed value of the energy partition between 
the pair particles, but is rather the distribution function 
of a certain combination of opening angle and energy 
partition, viz., the invariant pair energy. 

We calculate here the high-energy pair-production 
cross section as a function of opening angle and energy 
partition. The resulting distribution of the opening 
angle is found to be in good agreement with the experi­
mental distributions. 

The good agreement between theory and experiment 
gives one renewed confidence in the method in current 
use of estimating photon energies by measurement of the 

12 A. Borsellino, Phys. Rev. 89, 1023 (1953). 
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The cross section for production of a high-energy electron-positron pair of opening angle 9 and electron 
energy €i, d2o-(9,ei)/d9dei is calculated. Comparison with available experimental data shows good agreement 
with the present theory. The cross section d2cr(9,ei)/d9dei is shown to be closely related to the cross section 
for an angle 9i between the photon and the electron, d2a-(di,ei)/d0idei. At high photon energies the functional 
dependence of d2a(9,ei)/d9dei on the variable w= (ei€2/k)9 is very nearly the same as the functional depend­
ence of d2<r(9i,ei)/d9dei on the variable u=eidi. The experimental method of estimating the energy of a 
photon creating a pair from the opening angle of the pair is discussed. Formulas for the most probable 
photon energy for a measured opening angle, including the effect of multiple scattering, are given. 


